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ABSTRACT
Sparse coding has been a popular learning model in machine learning field. However, due to the complexity of the learning model, the high computational cost has seriously hindered its application. Toward this purpose, this paper presents a parallel sparse coding method to improve the performance by exploiting the power of acceleration technologies such as Intel MIC and GPU. We use both parallel programming modes, i.e., the Native model and the Offload model, to parallelize the sparse coding on MIC based computer cluster. Extensive experimental results on the AUV data of the southeast coast of Tasmania have shown that sparse coding can be accelerated significantly on MIC and GPU. When using the same number of threads, the Native model and the Offload model achieve very close performance for sparse coding. In addition, Native model demonstrates better performance scalability than the Offload model. On the other side, parallel implementation on GPU shows the best performance.

1. INTRODUCTION
Due to its capability for learning the hierarchical representations of the unlabeled inputs, sparse coding has become a popular learning model in the machine learning community over the past few years. It has been applied to a number of machine learning applications, including text modeling, image segmentation, image classification, etc [4]. These problems have a common characteristic, i.e., the inputs are highly dimensional and can be learned with many latent variables and layers. In recent research, sparse coding has shown significant advantages over state-of-the-art machine learning methods used in both speech and image processing [5].

Recently, several research groups have developed techniques in order to reduce the high computational cost of sparse coding. Based on the method for iteratively solving two convex optimization problems, i.e., an L1-regularized least squares square problem and an L2-constrained least squares problem, an efficient sparse coding algorithm has been proposed by Lee et al. [7]. Rajat et al. developed general principles for massively parallel unsupervised learning tasks using GPUs [9]. However, these improved algorithms mentioned above either need to apply restrictions or the performance is still not satisfying.

In this work we intend to develop sparse coding algorithms that meet the following requirements. First, the learning models should have a good applicability with as few restrictions as possible. Second, the learning models should have a strong scalability by taking more parameters, or more training examples in order to produce very significant performance benefits. Third, the computational cost should be reasonable so that it can be applied to many applications. We leverage the massively parallel technologies such as graphics processing units (GPUs) and Intel Many Integrated Core (MIC) architecture in this work to improve the performance of sparse coding model. Both of them can accommodate hundreds to thousands of threads on a single device with a very marginal scheduling overhead. The rest of the paper is organized as follows. A re-designed parallel learning algorithm and our proposed methods based on MIC and GPU are introduced in Section 2. The experimental results and evaluation using the AUV seafloor image data set are presented in Section 3. We conclude this work in Section 4.

2. PARALLEL SPARSE CODING
2.1 Problem statement
Sparse coding is an algorithm for constructing succinct representations of input vectors such as images [8] using the basis vectors in a dictionary. Given a set of n 2D images, each image can be represented by a 1D array $\mathbf{x}^{(i)}$, $i = 1 \ldots n$. For example, if an image contains $32 \times 32$ pixels, the corresponding $\mathbf{x}^{(i)}$ will consist of 1,024 elements. The aim of sparse coding is to find a set of basis vectors $a^{(j)} (j = 1 \ldots k)$ such that we can represent an input vector $\mathbf{x}^{(i)}$ as a linear combination of these basis vectors: $\mathbf{x}^{(i)} = \sum_{j=1}^{k} a^{(j)}(\mathbf{d}^{(j)})$ in which each $a^{(j)}$ is a scalar coefficient. If we use $D$ and $\mathbf{a}$ to represent $[\mathbf{d}^{(1)}, \mathbf{d}^{(2)}, \ldots, \mathbf{d}^{(k)}]$ and $[a_1^{(1)}, a_2^{(1)}, \ldots, a_k^{(1)}]^{T}$, respectively, we can re-write the equation as $\mathbf{x}^{(i)} = DA^{(i)}$. Further, if we use $X$ and $A$ to represent $[\mathbf{x}^{(1)}, \mathbf{x}^{(2)}, \ldots, \mathbf{x}^{(n)}]$ and $[\mathbf{a}^{(1)}, \mathbf{a}^{(2)}, \ldots, \mathbf{a}^{(n)}]$, respectively, we want to represent $X$ as $X = DA$. Each column of $D$ (i.e., $\mathbf{d}^{(j)}$) is regarded as a base in the directory. Each column of $A$ (i.e., $\mathbf{a}^{(i)}$) is the sparse representation of the corresponding input vector $\mathbf{x}^{(i)}$ according to the dictionary. Most components of $a^{(i)}$ should be zero’s.
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The basic idea of sparse coding is defined as finding two matrices $D$ and $A$ and aims to solve the following optimization problem:

$$
\min_{A,D} \sum_{i=1}^{n} \left( \left\| x^{(i)} - \sum_{j=1}^{k} a^{(i)}_{j} d^{(j)} \right\|^2 + \lambda \sum_{j=1}^{k} |a^{(i)}_{j}| \right) \tag{1}
$$

It has been shown that the optimization problem is not jointly convex in both $A$ and $D$. But it is convex in either $A$ or $D$ if the other one is kept fixed. An alternating minimization algorithm has bee proposed in [7], as shown in Algorithm 1. When facing large numbers of images and dictionary bases, the step of optimizing over $A$ in Algorithm 1 is the most time-consuming step. The entire learning process is divided into four steps, including Load image, Optimizing $A$, Optimizing $D$, and Write results. We conducted a simple test to check the computation time spent on each step. In this test, the source data came from 1,000 images. Then we randomly chose 5 sets of image patches. Each set contains 1,024 patches, each of which is $32 \times 32$. The process to form the source data space and choose the data sets is illustrated in Figure 1. Once the 5 sets of image patches are to form the source data space and choose the data sets is

$\sum_{j=1}^{k} \left\| x^{(i)} - \sum_{j=1}^{k} a^{(i)}_{j} d^{(j)} \right\|^2 + \lambda \sum_{j=1}^{k} |a^{(i)}_{j}|$

In our implementation, each $a^{(i)}_{j}$ will be updated for 150 times in one iteration of the optimization of $A$ while $D$ is fixed. In this work, all three matrices, $X$, $D$, and $A$, are all in the dimension of $1,024 \times 1,024$.

**2.2 Parallelization using MIC**

Because the Optimizing $A$ is the most time consuming, we spent the most effort on parallelizing it. On computer clusters equipped with Intel MIC, the parallel sparse coding can be implemented with the following execution modes:

- **Native-1**: i.e., the native model. In this implementation, the MPI process is directly executed on each MIC core. For the 1,024 vectors of $a^{(i)}_{j}$’s, they are evenly distributed among MPI processes for computation. Each MPI process is a single-thread process.
- **Native-2**: On top of Native-1 execution mode, we try to take advantage of the internal processing parallelism on each MIC core. Therefore, we launch 4 threads in each MPI process using OpenMP. For each $a^{(i)}_{j}$, it will be updated for 150 times. For each update, 4 threads work on the 1,024 components of $a^{(i)}_{j}$ in parallel.

- **Offload**: In this mode, the MPI processes are hosted by the CPU cores, which offload the computation including data to the MIC processors. In the sparse coding implementation, the 1,024 $a^{(i)}_{j}$’s are first distributed to computer nodes using MPI. Then each subset of $a^{(i)}_{j}$’s is offloaded to one MIC card and further distributed among multiple threads using OpenMP.

**2.3 Parallelization using GPU**

A single modern GPU device can accommodate thousands to millions of threads, which can be scheduled with a very marginal overhead. The hardware architecture consists of dozens of multiprocessors, each of which further contains dozens to hundreds of streaming processors. Based on
Nvidia’s CUDA programming model, a grid of threads is broken into thread blocks, each of which will be scheduled to a multiprocessor. Then the threads in a block will be scheduled to the streaming processors in warps.

In order to take advantage of GPU’s parallel architecture, based on Algorithm 1 and the Equation (2), the learning task is implemented to fit the two levels of parallelism: blocks and threads. Blocks are used to achieve the data parallelism by working on separate $a^{[i]}$’s. Inside a block, each thread computes just 2 components of the vector $a^{[i]}$ so as to exploit more fine-grained parallelism. In this method, all threads within a block can synchronize with each other by using a small amount of very fast shared memory.

In this work, we did not use multiple GPUs in our implementation. The typical parallel programming model for GPU based computer cluster is offload, which is similar to the offload mode on MIC based computer cluster. For Nvidia GPUs, CUDA is typically used to offload work from CPUs to GPUs.

3. EXPERIMENT AND EVALUATION

In order to evaluate the performance of the parallel methods on Intel MIC and GPU, a series of experiments were carried out on a large and high-quality AUV (Autonomous Underwater Vehicle) data set. In this section we present a brief discussion of our experimental data set, experiment platform, and the results.

3.1 Data set

The data set is comprised of 14 dive missions conducted by the AUV Sirius off the southeast coast of Tasmania in October 2008 [2, 3]. It contains over 100,000 stereo pairs of images. Marine scientists used the CPCe software package [6] to label 50 random points on each image with different class labels, such as biological species (including coral, algae and others), abiotic elements (sand, gravel, rock, shell, etc.), and other unknown data types.

3.2 Experiment platform

We conduct our experiments on the NSF sponsored Beacon supercomputer [1] hosted at the National Institute for Computational Sciences (NICS), University of Tennessee. The Beacon system (a Cray CS300-AC Cluster Supercomputer) offers the access to 48 compute nodes and 6 I/O nodes joined by FDR InfiniBand interconnect, which provides a 56 Gb/s bi-directional bandwidth. Each compute node is equipped with 2 Intel Xeon E5-2670 8-core 2.6-GHz processors, 4 Intel Xeon Phi (MIC) coprocessors 5110P, 256 GB of RAM, and 960 GB of SSD storage. Each I/O node provides access to an additional 4.8 TB of SSD storage. Each Xeon Phi 5110P coprocessor contains 60 1.053-GHz MIC cores and 8 GB GDDR5 on-board memory. The compiler used in this work is Intel 64 Compiler XE, Version 14.0.0.080 Build 20130728.

We implemented the GPU implementation on a workstation that contains an Nvidia Tesla K20. The host CPU is Intel Core i7-3820 CPU at 3.60 GHz with 16GB memory. The compiler version is CUDA 5.5.

3.3 Results and discussion

3.3.1 Comparison among MIC’s three implementation modes

We implemented three parallel execution modes, i.e., Native-1, Native-2, and Offload, on the Beacon computer cluster using multiple nodes. The original image size is 1,024×1,024. Then we randomly chose 5 sets of data as shown in Figure 1, and applied the optimization on them using Algorithm 1. Each data set contains 1,024 image patches of the size $32 \times 32$. Only 3 iterations are carried out in the experiment.

In order to show the strong scalability of the parallel implementations, the problem size is fixed for each implementation while the number of participating cores is increased. For the native modes, each MIC core will host one MPI process. We schedule 60 MPI processes to a MIC card. For the offload mode, the MPI process is hosted on the CPU core. We schedule 128 threads to a MIC card using OpenMP from an MPI process in the offload mode.

From Figure 2 we can see that both implementations in Native mode keep the strong scalability, i.e., the computation time halves when the number of processing cores doubles. Because the Native-2 implementation uses 4 times threads as the Native-1 implementation, its performance is approximately 4 times better than the Native-1 mode. The performance of the Offload implementation is typically better than the Native-1 implementation. The 128-core Native-1 implementation occupies 3 MIC cards. As a contrast, the 128-thread Offload implementation only occupy one MIC card. Apparently, the 128-thread Offload implementation has not reached the performance limit of a MIC card because it outperforms the 128-core Native-1 implementation. However, as we schedule more threads in the Offload implementation, it brings more cross-card communication. Eventually the increase in the communication overhead offsets the decrease in the calculation time as the case of 512-thread implementation to 1024-thread implementation.

If we want to compare the performance of Native-2 mode and the Offload mode under the same number of threads, their performances are very close. For example, the 512-thread Offload implementation takes ~3,000 seconds, which is close to the performance of the 128-core (128×4=512) Native-2 implementation.

3.3.2 Performance comparison of single devices

In this experiment, we conduct a comparison between two technologies (i.e., MIC and GPU) at the full capacity of a
Figure 3: Performance on single devices.

single device. The base case implementation is a single-thread implementation on Intel Xeon E5606 2.13GHz CPU with 12GB memory. The other three implementations on two technologies are as follows.

- MIC-Native-2: the Native-2 implementation on a single Xeon 5110P MIC card. 60 MPI processes execute on 60 cores. Each MPI process contains 4 threads.
- MIC-Offload: the Offload implementation on a single Xeon 5110P MIC card. We scheduled 180 threads to the MIC card in the offload mode. We also found that the performance actually dropped when we scheduled more threads (e.g., 240-thread implementation took ~9,600 seconds).
- GPU: the GPU implementation on a single Nvidia K20 GPU device. In the GPU implementation, we scheduled a 1-dimensional grid consisting of 1,024 blocks. Each thread block is 1-dimensional and contains 512 threads.

From Figure 3 we can find that both programming models achieve the similar performance on a single MIC card with full capacity. For this particular application, the performance of a single MIC card is approximately 2 times of the single-thread implementation on the Intel Xeon E5606 CPU. On the other hand, it can be found that GPU has tremendous performance advantage for the sparse coding application. A single K20 device can achieve more than 50 times speedup than the CPU implementation and more than 25 times speedup than the MIC. The main reason is the significant number of cores in a single K20 GPU. Because the main calculation in the learning dictionary process is the matrix multiplication, which can be parallelized efficiently among processing cores. The more cores the better performance in general. A single K20 GPU device contains 2,496 cores. By contrast, an Intel Xeon Phi 5110P only contains 60 cores. When we use 1,024 MIC cores across multiple MIC cards in Native-2 execution mode, the performance is ~600 seconds, which is at the same magnitude of the performance of a K20 GPU.

4. CONCLUSIONS

In this work, we conduct a detailed study regarding the performance and scalability of parallel sparse coding on both Intel MIC processors and GPU. On MIC processors, in order to improve the performance, three execution modes in two programming models are leveraged to achieve the parallelism of sparse coding, including Native-1, Native-2, and Offload. The results show that it is very important to schedule multiple threads in an MPI process for the Native mode to achieve the best performance. When using the same number of threads, the Native model and the Offload model achieve very close performance for sparse coding. In addition, Native model demonstrates better performance scalability than the Offload model. On the other side, parallel implementation on GPU shows the best performance. However, if we use the same number of cores for both technologies, they will achieve very close performance.
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