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As an important spatiotemporal simulation approach and an effective tool for developing and examining spatial optimization strategies (e.g., land allocation and planning), geospatial cellular automata (CA) models often require multiple data layers and consist of complicated algorithms in order to deal with the complex dynamic processes of interest and the intricate relationships and interactions between the processes and their driving factors. Also, massive amount of data may be used in CA simulations as high-resolution geospatial and non-spatial data are widely available. Thus, geospatial CA models can be both computationally intensive and data intensive, demanding extensive length of computing time and vast memory space. Based on a hybrid parallelism that combines processes with discrete memory and threads with global memory, we developed a parallel geospatial CA model for urban growth simulation over the heterogeneous computer architecture composed of multiple central processing units (CPUs) and graphics processing units (GPUs). Experiments with the datasets of California showed that the overall computing time for a 50-year simulation dropped from 13,647 seconds on a single CPU to 32 seconds using 64 GPU/CPU nodes. We conclude that the hybrid parallelism of geospatial CA over the emerging heterogeneous computer architectures provides scalable solutions to enabling complex simulations and optimizations with massive amount of data that were previously infeasible, sometimes impossible, using individual computing approaches.
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1. Introduction

1.1. Geospatial cellular automata for spatial optimization and decision-making

A classical cellular automata (CA) model is established based on a set of cells with identical shape and size. Each cell is located in a regular, discrete space (i.e., cellspace) and is associated with a state from a finite set, indicating its attribute or condition. The model evolves in discrete time steps (or iterations), changing the states of its cells according to a collection of transition rules, homogeneously and synchronously applied over the cellspace at every step. The new state of a cell depends on the previous states of a set of cells, which may include the cell of interest, and its neighbors.

With the naturally embedded space and time properties, CA provide a straightforward approach for spatiotemporal dynamic simulations, and have been widely adopted in...

The core of geospatial CA models is to determine the status changes of cells through the application of the transition rules. When used in spatial decision-making applications (e.g., LULCC simulations and planning), the model essentially identifies the most possible and/or suitable locations (i.e., cells within the cellspace) for certain types of spatiotemporal dynamics to occur. Such location identification process entails a natural connection with optimization problems, which focus on selecting the optimal option to achieve certain objectives while subjecting to a set of constraints and criteria. The integration of geospatial CA and optimization have been seen in the following three forms.

(1) Using an optimization model to generate the macro-scale quantitative constraints for CA. CA are bottom-up models, meaning the evolutions of regional dynamics are presented through the local changes of cells. Macro-scale constraints that are derived through top-down approaches are often used to limit the number of cells to change. For example, Ward et al. (2003) used a linear programming optimization model to determine the optimal fraction of residential area (i.e., number of cells) of each planning unit to accommodate the projected population while maintaining environmental targets, and a geospatial CA model to spatially allocate the residential lands within the study area.

(2) Using an optimization method to determine the parameters of CA’s transition rules. Many geospatial CA models involve preset transition rules and a set of parameters that control the behaviors of the transition rules. To generate realistic or optimal simulation results, the parameters must be carefully set, often through calibrations using historical datasets. A variety of optimization methods have been used in the calibration of CA models to search for the optimal parameters within a large multidimensional parameter space, such as self-organizing map (SOM) (Dietzel and Clarke 2007), genetic algorithm (GA) (Li et al. 2013), and particle swarms optimization (PSO) (Blecic et al. 2014).

(3) Using an optimization model as CA’s transition rule. Utilizing spatial optimization algorithms and models to construct CA’s transition rules is able to locate the optimal (i.e., most possible or suitable) cells to change in order to meet certain requirements, thus largely reduce the subjectivity in the transition rules. For example, Fotakis and Sidiropoulos (2012) used a multi-objective self-organizing algorithm (MOSOA) in the transition rules of a CA to optimize both land use and water allocation, and to achieve minimal environmental pollution and maximal economic profit. Other optimization models used as CA transition rules include artificial neural networks (ANNs) (Li and Yeh 2002), ant colony optimization (ACO) (Liu et al. 2008), artificial immune systems (AISs) (Liu et al. 2010), and bee colony optimization (BCO) (Yang et al. 2013).

1.2. Computational intensity of geospatial CA

The computational intensity of a CA model depends on both the computational complexity of its transition rules and the size of the datasets to be used. Many geospatial CA models include complex algorithms in the transition rules and/or the calibration process, which demand a large amount of computing power and usually lead to an extensive length of computing time. For example, a Brute-Force calibration of SLEUTH (a CA model for urban LULCC simulation) with a medium-sized dataset and minimal data layers requires about 1200 CPU hours on a workstation (Clarke 2003). Even though some machine-
learning-based optimization methods are able to identify the optimal parameters or locations quicker than the Brute-Force approach, the computational complexity can still be quite high. For example, the ANN’s computational complexity largely depends on the structure of the network (including the number of layers, the number of neurons on each layer, and the activation transfer functions connecting layers) and the learning algorithm. The more complex are the ANN’s structure and learning algorithm, the more time the computation consumes (Long and Gupta 2008).

Data is another source of computational intensity for geospatial CA models. Besides the data layer that represents the geospatial phenomenon of interest, many geospatial CA models require several other data layers representing the spatial distributions of the driving factors that pose impacts on the phenomenon. In the Big Data era, high-resolution data have been widely available and used in geospatial studies. When massive amount of high-resolution data are used, not only the computational intensity of a CA model will increase extensively, but also the computational performance may be further degraded. The random access memory (RAM) on a single workstation may not be big enough to accommodate all the data. Consequently, a large proportion of the data has to temporarily reside in the virtual memory (i.e., hard disk) whose accessing speed is much slower, which greatly increases the overall computing time, and in worse cases, leads to run-time failure (Guan and Clarke 2010).

Therefore, geospatial CA models can be both computationally intensive and data intensive, requiring extensive, sometimes intractable, length of computing time and amount of memory space, which largely degrade the applicability, feasibility, and scalability of geospatial CA in real-world problem-solving and spatial optimization.

1.3. Parallel cellular automata

Parallel computing, in contrast to serial computing, which performs the computation on a single computing unit (e.g., a CPU or CPU core) in sequence, divides and distributes the computation (data and/or task) to multiple computing units to be carried out concurrently and synchronously. Powered by high computational capability (both computing power and memory space), distributed and parallel computing infrastructures and technologies have been increasingly adopted to perform complex geospatial computation over massive amount of data within a feasible length of time, which can hardly be handled by traditional serial computing approaches (for example, Tang and Wang 2009, Zhang and You 2013, Shi and Ye 2013, Qin et al. 2014, Shi et al. 2014a, 2014b; Laura et al.). With the advancement of cyberinfrastructure, large-scale parallel computing systems and platforms are becoming widely available for geospatial studies and applications (Wang 2010).

The classical CA model has been recognized to be a natural parallel computing system, as the transition rules are applied to cells homogeneously and synchronously (Bandini et al. 2001). The commonly used approach for parallelizing CA models is data parallelism, which decomposes (or divides) the cellspace into multiple sub-cellspace and assigns them onto multiple computing units. Each computing unit is responsible for applying the transition rules on the cells within one or more sub-cellspace(s), thus the memory requirement per computing unit is reduced, and more significantly, the computational speed and scalability can be greatly enhanced. The advantage of data parallelism is that the majority of CA models can be easily parallelized, regardless of the algorithms used in the transition rules (including the optimization methods mentioned above).

Two issues must be handled appropriately in the data parallelism of geospatial CA computation. First, multiple layers of data are often used in geospatial CA models.
Therefore, the decomposition process must assure all layers to be divided in exactly the same manner, such that the sub-cells across layers will match in locations and dimensions (Figure 1).

Second, the transition rule of a CA model is essentially a focal (also termed moving-window or neighborhood-scope) operation in raster data processing. When evaluating a certain cell, the transition rule requires the attributes of the cell itself, as well as those of its neighbors. Consequently, after decomposition, each sub-cellspace should contain not only the block of cells to be processed locally, but also a ring of ‘halo’ cells as the neighbors of the edge cells (Figure 2). The halo cells are actually the replica of the edge cells in the neighboring sub-cells. At the end of each time step, the status of halo cells must be updated according to their origins, leading to communications between computing units if the discrete memory architecture\(^1\) is used.

Some efforts have been made in the last few years to parallelize geospatial CA models. Guan and Clarke (2010) developed a parallel geospatial CA model, pSLEUTH, for the simulation of urban growth, using the parallel Raster Processing Library (pRPL). Li et al. (2010) developed a parallel geospatial CA model for urban growth simulation that includes a line-scanning method for load balancing. Cheng et al. (2012) developed a CA-based model to parallelize terrain analysis processes.

---

\(^1\) Discrete memory architecture

Figure 1. Decomposing multiple layers for parallel computing.

Figure 2. Halo, edge, and interior cells of sub-cells.
1.4. GPUS and GPU/CPU heterogeneous architectures

All of the above-mentioned efforts in parallelizing CA computation are based on traditional CPU-only architectures. The last few years have seen the emergence of some new computer architectures and computing technologies, such as graphics processing units (GPUs) and Many Integrated Core (MIC) CPUs. Compared with a multi-core CPU (excluding MIC CPUs), a GPU is able to integrate hundreds, even thousands, of cores on a single chip, thereby providing much higher computing power.

Even though GPUs were originally developed for graphics processing, modern GPUs have the capability of general-purpose computation (i.e., GPGPU). Within NVIDIA's Compute Unified Device Architecture (CUDA), for example, a GPU works as the co-processor of a CPU (Sanders and Kandrot 2011). The CPU works as the host that reads the data into the RAM and copies it to the GPU. The GPU allocates a number of concurrent threads to apply the algorithm on the data. After the computation, the result is copied from the GPU back to the CPU's RAM for output or further processing.

With their roots in graphics domain, GPUs are very suitable for matrix manipulation and processing, which is similar to CA computation. Some efforts have been made to implement parallel CA models on single GPUs (Thor 2008, Li et al. 2012, Blecic et al. 2014). In GPU-based CA models, each GPU thread is responsible for processing a group of cells (ideally one cell) in the cellspace. With tens of thousands of concurrent threads, the computing time can be significantly reduced using a GPU compared with a CPU.

However, parallel computing on a single GPU still has certain limitations: the memory and number of threads on a GPU are often limited and insufficient when handling large volume of data. For example, the datasets used in this study include a total of seven input layers, four intermediate layers, and one output layer, which require over 20GB of memory, while NVIDIA’s latest K20 GPU only has 6GB of memory. When the amount of data exceeds the capacity of the GPU’s memory, the data has to be divided into smaller subsets that can fit in the GPU’s memory and be iteratively processed by the GPU, which causes multiple data transfers between the GPU and CPU, and hence degrades the performance. Even though the data streaming technique can be used to overlap the computation and communication (Wang et al. 2011), the performance can be further improved if all data reside in the memory.

The GPU/CPU heterogeneous computer architecture, which integrates multiple GPUs and CPUs, has been increasingly adopted in various cyberinfrastructure environments to build HPC computing platforms for super large-scale scientific and engineering computations. Examples include some of the most powerful computer systems in the world, such as Titan (no. 2 on the Top500 list as of June 2014), Piz Daint (no.6), HPC2 (no. 11), and Tianhe-1A (no. 14). ² There are two advantages of the GPU/CPU heterogeneous architecture:

(1) Multiple GPUs are able to accommodate a much larger number of concurrent threads than a single GPU, leading to higher computing power.

(2) With multiple GPUs, comes much larger combined GPU memory space. The dataset can be partitioned into multiple subsets and assigned to multiple GPUs. Ideally, the subset is small enough to fit in the memory of each GPU such that only one round of GPU–CPU data transfers are needed.

This study aims to utilize the GPU/CPU heterogeneous architecture to enable complex CA simulations for urban growth simulation over massive datasets that might be previously infeasible, or intractable, using traditional individual computing approaches, to provide quick, and more importantly, scalable support for land allocation...
decision-making. With the rapid adoption of cyberinfrastructure in geospatial studies and applications, this work is expected to shed light on utilizing the latest HPC technologies available over the cyberinfrastructure to enable complex GIS processing, including various optimization methods.

2. Urban growth simulation using geospatial cellular automata

A large number of geospatial CA models were proposed for urban growth simulation in the past decades (Liu and Phinn 2003, Clarke et al. 2007, Li et al. 2008, 2013, Feng and Liu 2013). Among them, one typical model was developed by Wu (2002). It integrated a logistic regression model to identify the relationships between urban growth and a variety of spatial factors (termed site attributes), and a set of CA transition rules that take into account the neighborhood properties, exclusionary preferences, distance-decay functions, macro-scale constraints, and random selections during the growth of urban lands. Users are allowed to control the selection of spatial factors (i.e., data layers of site attributes, including elevation, slope, distance to transportations and major facilities) that are assumed to affect the urbanization process, the exclusion layer defining the areas where urbanization cannot occur (e.g., parks, natural reserves, water bodies, and other types of restricted areas) or defining the development preferences of lands, the distance-decay parameter that defines the dispersion rate, and the macro-scale constraint that defines the maximal amount of urbanization at each time step.

Such a geospatial CA model provides an effective means to derive and test optimal urban land allocation strategies and to generate what-if scenarios by combining various data layers and parameters. For example, the exclusion layer can be generated using a spatial optimization model that gives higher values to preferred lands for urbanization such that these lands will be more likely to be urbanized during the simulation, and lower values to less preferred lands. However, when large volume of data is used, the model can hardly be accomplished due to the limited computing power and memory on a desktop computer equipped with a single CPU. For this reason, this model was chosen in our study to demonstrate how GPU/CPU heterogeneous computer architectures and systems can overcome the computational barrier and improve the applicability, feasibility, and scalability of geospatial CA models.

To help understand the details of the model, the rest of this section elaborates on the four transition rules of this geospatial CA model.

(1) The global conversion probability rule is defined as follows:

\[ p_g = \frac{\exp(a + \sum_k b_k x_k)}{1 + \exp(a + \sum_k b_k x_k)} \]  

where \( p_g \) is the global probability for a cell to convert to urban, ranging within [0, 1]; \( a \) is a constant; \( b_k \) is the weight associated with a particular site attribute \( x_k \), representing the direction and magnitude of \( x_k \)’s influence on urbanization; and \( x_k \) represents a site attribute. Parameters \( a \) and \( b_k \) can be determined using a logistic regression process with a collection of samples out of historical datasets. Each sample includes a set of site attribute values and the corresponding urbanization conversion (i.e., 1 for urbanization, and 0 for non-urbanization) at a particular location (i.e., a cell within the cellspace). Once \( a \) and all \( b_k \) values are obtained, the global conversion probabilities for all cells can
be calculated using a set of data layers representing the current or future statuses of site attributes. Such a global probability surface represents the suitability of urbanization for all cells within the study area, and serves as the basis for the following iterative evolution of the CA.

(2) The joint conversion probability rule is defined as follows:

\[ p'_c = p_g \times excl \times \frac{\sum_{3 \times 3} \con(s'_{ij-1} = \text{urban})}{3 \times 3 - 1} \]  (2)

where \( p'_c \) is the joint probability for a particular cell to convert to urban at time \( t \), ranging within \([0, 1]\); \( excl \) is the exclusion status of the cell that ranges within \([0, 1]\) (i.e., 0 means the cell is absolutely excluded from urbanization, and 1 means the cell has no restriction or preferential obstacle for urbanization); and \( \sum_{3 \times 3} \con(s'_{ij-1} = \text{urban}) \) calculates the urban density of the cell’s \( 3 \times 3 \) neighborhood at time \( t - 1 \). The joint probability combines the global probability calculated above with the exclusionary preference and neighborhood properties at a certain location. As mentioned above, the exclusion layer is provided by the user, which can be used as a planning tool to implement some spatial optimization (e.g., land allocation) strategies that determine the development preferences of cells. The higher is the \( excl \) value (meaning more preferred for urbanization), the higher the joint probability. Likewise, a larger urban density of the cell’s neighborhood leads to a higher joint probability. The rationale is quite straightforward. A piece of land is more likely to be converted to urban when a large proportion of its neighboring lands have already been urbanized.

(3) The distance-decay conversion probability rule is defined as follows:

\[ p'_d = p'_c \times \exp\left(-\delta \times \frac{1 - p'_c}{\max(p'_c)}\right) \]  (3)

where \( p'_d \) is the distance-decay conversion probability for a cell to convert to urban at time \( t \), ranging within \([0, 1]\); \( \delta \) is the dispersion parameter, and \( \max(p'_c) \) returns the highest joint probability of all cells at time \( t \), i.e., the best cell’s evaluation score. The function \( \exp\left(-\delta \times \frac{1 - p'_c}{\max(p'_c)}\right) \) determines the ‘distance’ between the score of the best cell and that of the cell to be evaluated. \( \delta \) is a user-defined parameter ranging within \([1, 10]\), which controls the shape of the skewed probability curve. The higher is the value of \( \delta \), the steeper is the distance-decay gradient. This transition rule uses the best cell as the benchmark and evaluates all cells by comparing their scores with the best cell’s score. The ‘closer’ is a cell’s score to the best score, the more likely it is to be urbanized.

(4) The final conversion rule contains two steps. First, the final conversion probability is defined as follows:

\[ p'_s = q \times p'_d \times \sum_{\gamma} p'_d \]  (4)
where \( p_t^i \) is the final probability for a cell to convert to urban at time \( t \), ranging within \([0, 1]\); \( q \) is the quantitative constraint representing the maximal number of cells to be converted at each time step; and \( \sum_i p_t^i \) calculates the sum of distance-decay probabilities of all cells at time \( t \). The parameter \( q \) is provided by the user, which can be obtained using a macro-scale optimization model that determines the optimal number of cells for urbanization (for example, see Ward et al. 2003). A higher value of \( q \) allows for more cells to be converted to urban, thus a particular cell is more likely to be urbanized, as indicated in Equation (4).

Eventually, the final conversion of a cell is determined as follows:

\[
s'_t = \begin{cases} 
\text{urban}, & p_t^s > \text{rand()} \\
\text{non-urban}, & p_t^s \leq \text{rand()} 
\end{cases}
\]

where \( s'_t \) is the urbanization status of a cell at time \( t \), and \( \text{rand()} \) generates a random number with uniform distribution within the range of \([0, 1]\). The random number generator embedded in the final conversion enables a random selection procedure that is often seen in real-world urbanization processes, allowing for some degree of uncertainty in the simulation.

Transition rule (1), i.e., the global probability calculation, is executed once at the beginning, before the iterative evolution, to generate the global conversion probability surface. Then, transition rules (2), (3), and (4) are iteratively executed for multiple time steps (each representing a year) during the CA simulation.

3. Hybrid parallelism of geospatial CA

A hybrid parallelism strategy was used to parallelize the above geospatial CA model over the GPU/CPU heterogeneous architecture (Figure 3). On the computer cluster level, the Message Passing Interface (MPI), a commonly used parallel computing model for distributed memory systems (Gropp et al. 1998), was used to handle the domain decomposition and data I/O, and to coordinate the computation of multiple GPU/CPU nodes and the data exchange between nodes. On the GPU/CPU node level, the CUDA (see Sanders and Kandrot 2011) was used to coordinate the data transfers between the CPU and GPU, and to allocate multiple concurrent GPU threads to apply the transition rules on the sub-domain that is assigned to the node.

3.1. MPI-based computing

MPI is used to coordinate multiple parallel processes, each of which forms a logical computing node that includes a CPU (or CPU core) and a GPU. Specifically, an MPI process performs the following tasks (Figure 4):

1. Initializing the MPI protocol to form a logical computing node (including a CPU or CPU core as the ‘host’, and a GPU as the ‘device’) for parallel computing;
2. Retrieving the spatial dimensions of all input layers (i.e., the numbers of rows and columns) from the input files;
3. Decomposing the whole domain (i.e., cellspace) into multiple sub-domains (i.e., sub-cellspace) and assigning (also termed mapping) them onto computing nodes (one sub-domain per node);
(4) reading the subset of input data according to the assigned sub-domain;
(5) executing a CUDA-based computing procedure on the GPU to apply transition rule (1) of CA to generate the global conversion probability layer (including copying the input layers from CPU to GPU, i.e., CPU→GPU transfers, before the computation);
(6) executing a CUDA-based computing procedure on the GPU to apply transition rule (2) of CA to update the joint conversion probability layer (including finding the highest joint probability in the sub-domain and copying it from GPU to CPU, i.e., GPU→CPU transfer);
(7) finding the highest joint conversion probability in the whole domain through communications with other processes (i.e., CPU↔CPU transfers);
(8) executing a CUDA-based computing procedure on the GPU to apply transition rule (3) of CA to update the distance-decay conversion probability layer (including calculating the sum of distance-decay probability in the sub-domain and copying it from GPU to CPU, i.e., GPU→CPU transfer);
(9) calculating the sum of distance-decay conversion probability in the whole domain through communications with other processes (i.e., CPU↔CPU transfers);
(10) executing a CUDA-based computing procedure on the GPU to apply transition rule (4) of CA to update the final conversion probability layer and update the output layer (including summarizing the number of urbanized cells in the sub-domain, and copying the edge cells or all cells from GPU to CPU, i.e., GPU→CPU transfers, after the computation);
(11) evoking communications with other processes (i.e., CPU↔CPU transfers) to exchange data of edge cells, and update ‘halo’ cells’ status (including copying the updated halo cells from CPU to GPU, i.e., CPU→GPU transfers);

(12) summarizing the total number of urbanized cells through communications with other processes (i.e., CPU↔CPU transfers) at each time step;
writing the result to the output file if needed (including the master process gathering sub-domains of the output layer from all processes through CPU→CPU transfers, before writing);

(14) checking the iteration status and terminating the computation when the final time step is reached, otherwise going back to step (6);

(15) finalizing the MPI protocol and terminating the program.

A variety of decomposition methods can be used to divide the whole spatial domain of the study area into sub-domains, including regular row-wise, column-wise, and block-wise decomposition methods, as well as irregular ones such as quad-tree-based (QTB) decomposition. As shown in Guan and Clarke’s (2010) study, row-wise and column-wise methods usually outperform the block-wise method, because a sub-domain generated by the block-wise decomposition has more neighboring sub-domains to exchange data with for the ‘halo’ cell updating. Also, even though the QTB method is able to divide the data according to the spatial distribution of workload and generate more workload-balanced sub-domains, it is not suitable for CA computations, because the spatial distribution of workload may change as the values of cells change along the CA evolution. In this study, we used a simple row-wise decomposition method to generate a sub-domain for each MPI process. The decomposition is a collective operation for all processes, meaning all processes first retrieve the spatial dimensions of the data layers and determine their own sub-domains (i.e., ranges of rows) according to their unique MPI rank IDs. Such a decomposition strategy can also be used for column-wise and block-wise decomposition methods.

The Geospatial Data Abstraction Library (GDAL), an open-source raster data I/O library (http://www.gdal.org), is used for reading and writing data. Once the whole spatial domain is decomposed and the sub-domains are assigned to MPI processes, each process evokes a GDAL I/O procedure to read the data according to its assigned sub-domain. Qin et al. (2013) have demonstrated that reading a dataset in parallel using GDAL is allowed for some raster formats such as GeoTIFF. However, parallel writing using GDAL may generate incorrect output files. Thus, we implemented a centralized writing mechanism for the parallel CA model. When the computations on all processes are complete, the master process gathers the sub-datasets of simulation results from other processes through data transfer communications, and writes to the final output file using GDAL. Such a writing mechanism assures the correctness of data output, but is not as efficient as true parallel writing, because transferring large amount of data can be time-consuming. Our experiments showed that the writing procedure could take over 50 seconds to output 966 MB of data, while the actual computation took tens of seconds.

As mentioned in Section 1.3, in the end of each time step during the CA evolution, the ‘halo’ cells of a sub-domain on the output layer (i.e., simulated urban areas) must be updated according to the neighboring sub-domains’ edge cells. To implement such ‘halo’ updating, the edge cells of a sub-domain are first copied from the GPU’s memory to CPU’s memory (i.e., GPU→CPU transfers), and the MPI process starts communication procedures with other processes (i.e., CPU→CPU transfers) to exchange the edge cells’ data. Once the communications are completed, the updated ‘halo’ cells are copied from CPU to GPU (i.e., CPU→GPU transfers). The transfers between GPU and CPU will be described in Section 3.2.

The data exchange between processes (i.e., CPU↔CPU transfer) is implemented using the SEND and RECV functions of MPI. To avoid the deadlock communication error, we
used a two-phase data exchange technique for the row-wise decomposition (Figure 5). First, each process $P_i$ sends the data stream of the upper edge to its previous adjacent process (i.e., $P_{i-1}$), and receives the data stream from its following adjacent process (i.e., $P_{i+1}$) to update the bottom halo cells. In the second phase, each process $P_i$ sends the data stream of the bottom edge to its following adjacent process $P_{i+1}$, and receives the data stream from its previous adjacent process $P_{i-1}$ to update the upper halo cells.

3.2. CUDA-based computing

Once an MPI process completes reading the sub-domain of data, it executes CUDA-based computing procedures on the GPU that is associated with the logical node, to apply the transition rules of CA on the sub-domain.

Specifically, a CUDA computing procedure includes the following steps:

1. the device (i.e., GPU) allocates memory space for the input and output layers with the same spatial dimensions as the assigned sub-domain;
2. the input layers of data for the sub-domain are copied from the memory of the host (i.e., CPU or CPU core) to the memory of the device (i.e., CPU→GPU transfers);
3. the device evokes multiple concurrent threads to apply a particular CA transition rule on the cells within the sub-domain, with each thread responsible for evaluating one cell;
4. once all the cells within the sub-domain are evaluated, the necessary output data (edge cells or all cells, depending on whether writing is required) is then copied from the device to the host (i.e., GPU→CPU transfers);
5. if no longer needed, a data layer can be deleted on the device and the memory is freed.

In our parallel geospatial CA model, each transition rule is implemented as a CUDA-based computing procedure. Thus, the global conversion probability (i.e., transition rule (1)) is computed using a CUDA procedure at the beginning before the iterative evolution of CA, and the other three transition rules are applied by executing three corresponding CUDA procedures in sequence at each time step during the evolution.

GPUs are equipped with a hierarchy of memory modules, i.e., the global memory of relatively lower accessing speed but the largest size for all threads, the shared memory of medium speed and size for a block of threads, and the local memory of the highest speed...
but the smallest size for each thread. Also, when the threads of consecutive IDs using the same instruction access consecutive global memory addresses, these consecutive accesses are coalesced into a consolidated access to the memory; thus, the number of global memory accesses can be largely reduced to increase the efficiency (Kirk and Hwu 2010). In our current version of the parallel CA model, the CUDA-based CA transition rules only use the global memory of the GPU. Transition rules (1), (3), and (4) are essentially local-scope raster operations, and able to take advantages of the consecutive accessing mechanism to achieve high performance. However, transition (2), i.e., the computation of joint conversion probability, is a focal-scope operation based on a $3 \times 3$ neighborhood, leading to inconsecutive accesses of scattered addresses of the global memory. One of our future efforts will focus on utilizing the faster shared memory for the transition rules to further improve the performance.

During the evolution of the CA, the conversion probability layers are intermediate layers, residing in the GPU’s memory and being updated by GPU threads. The output layer of the simulated urban areas, reside in both the GPU’s and CPU’s memory spaces. As shown in Figure 6(a), at the end of each time step, if no writing is required, only the edge cells are copied from GPU to CPU (i.e., GPU→CPU transfers) to be sent to other MPI processes, and the updated ‘halo’ cells are copied from CPU to GPU (i.e., CPU→GPU transfers) for the next iteration. If writing the output layer is required, all the cells within the sub-domain are copied from GPU to CPU for output (Figure 6(b)).

4. Experiments and performance assessments

4.1. Testing environment and datasets

The above hybrid parallel CA model was implemented using the C programming language, OpenMPI 1.6 (http://www.open-mpi.org), and CUDA 4.0 (https://developer.nvidia.com/cuda-zone). To demonstrate and test the validity and performance of the proposed solution, we conducted a series of experiments on the Keeneland Initial Delivery System (KIDS, http://keeneland.gatech.edu/KIDS) at the Georgia Institute of Technology, a GPU/CPU heterogeneous system with 120 physical nodes connected by an InfiniBand QDR network. Each node is comprised of two Intel Xeon X5660 6-core 2.8GHz CPUs with 12 GB memory per CPU, and two Nvidia M2090 GPUs with 512 thread processors and 6GB memory per GPU. Thus, KIDS allows two logical GPU/CPU nodes (each composed of a CPU core and a GPU) to be initialized on each physical node. The ‘GPU/CPU nodes’ in the following performance assessments refer to logical nodes.

The datasets of California were used in our experiments, including five normalized site attribute layers (i.e., elevation, slope, distance to major transportation networks, distance to city centers, and land use of 1992), an exclusion layer, and an urban layer of 1992. Each layer contains $40460 \times 23851$ cells at 30-meter resolution, stored in GeoTIFF format. The model also generates four intermediate layers when executing the transition rules (one layer per rule), as well as the final output layer representing the simulated urban distribution, all with the same spatial dimensions as the input layers. The total memory space required for the simulation was over 20GB, which largely exceeded the memory capacity of a single GPU on the computing system used for the experiments.

The exclusion layer was generated such that the existing urban areas, water bodies, and national/state parks were given the value of 0 (i.e., absolutely excluded from urbanization), and other areas were given the value of 1. The parameters for the global probability calculation (i.e., $a$ and $b_k$ in Equation (1)) were determined using a logistic
regression with 10,000 samples out of the urban growth map for the period of 1992–1997 and the five site attribute layers. The dispersion rate in the distance-decay probability calculation (i.e., $\delta$ in Equation (3)) was set as 5, following Wu’s (2002) suggestion. The maximal number of cells to be urbanized at each time step was set as 16,000, which approximates the average annual growth of urban between 1992 and 1997. Note that the experiments were designed to demonstrate the validity and performance of the hybrid parallel CA model developed in this study. When used in real-world applications for land allocation optimization and planning, the input layers and parameters can be set using alternative methods, such as the optimization methods mentioned in Section 1.1. The hybrid parallelism strategy developed in this study can accommodate various algorithms and parameters in the transition rules, and various input layers, because it decomposes the data, not the algorithm.

Figure 6. Data transfers between GPU and CPU at each time step.
4.2. Results and performance assessments

To obtain a baseline for the performance assessment of our parallel geospatial CA, we developed a sequential program that implemented exactly the same model, and conducted a series of simulations on a desktop computer equipped with an Intel Core i7 930 Quad-core 2.8 GHz CPU and 8GB of memory. The same simulations were also conducted using the parallel program on KIDS.

When using a threshold of the conversion probability (e.g., 0.8), instead of the random number generator, in the final conversion computing (i.e., Equation (5)) to eliminate the random selection procedure, the parallel model generated the same simulation results as the sequential model did, which confirmed the correctness of the parallel model. When using the random selection procedure, the results changed slightly for every simulation, no matter whether it was generated by the sequential model or the parallel one. Figure 7 shows the results (with 10-year intervals) generated by a 50-year simulation using the parallel model.

As mentioned in Section 3.1, our parallel CA model uses a centralized output technique. After the computation for a time step is completed, the master process gathers the sub-domains of the output layer from other processes, and writes to the designated file. Our experiments showed that such an output mechanism required an extensive amount of time (often over 50 seconds for each 966 MB map) due to the data transfers between processes, as well as the creation of the output files and the writing operations for large volume of data through a single I/O channel. Parallel I/O, which allows multiple processes to write their own sub-domains of data to the output file in parallel, will be implemented in the next version of our parallel CA model. However, since parallel I/O is not the focus of this study, the following performance assessments will use the computing times of the experiments that disabled the output function, so as to concentrate on the computing performance of the hybrid parallelism of the CA transition rules.

As shown in Table 1, without writing the simulation results, the sequential model took 13,647 seconds (about 3 hours and 47 minutes) to complete a 50-year simulation using the single-CPU desktop computer.

Using 64 logical GPU/CPU nodes (i.e., 64 CPU cores and 64 GPUs on 32 physical nodes, 15 million threads per GPU so that one thread per cell), the parallel model took only 32 seconds to complete the same simulation, achieving a speed-up of 426. The computing time for the actual CA computation (i.e., excluding the reading time) dropped from 13,600 seconds using a single CPU to 31 seconds using 64 logical GPU/CPU nodes, achieving a speed-up of 439. The performance was much higher than other parallel CA models that only use multiple CPUs or CPU cores. For example, Guan et al. (2014) implemented the same CA model using the parallel Raster Processing Library (pRPL), and conducted a series of experiments using the same datasets. On a computer cluster composed of 106 nodes, each equipped with four Opteron 16-core 2.1GHz CPUs and 256 GB of RAM, the pRPL-based CA model completed a 5-year simulation (without output) in 77.42 seconds using 1024 CPU cores (i.e., MPI processes). It is quite clear that the GPU/CPU hybrid parallel CA would largely outperform the CPU-only parallel CA, using the same number of physical nodes.

As shown in Figure 8, the computing time decreased as the number of GPU/CPU nodes increased. In most cases, the speed-up exhibited a near-linear increasing pattern, demonstrating the effective scalability of our hybrid parallelism strategy. The obvious exceptions were the 10-year simulations using 32 and 64 nodes, whose speed-ups were lower than those of other simulations for longer periods using the same numbers of nodes.
Figure 7. Simulated urban areas generated by the parallel geospatial CA model.

Table 1. Computing times using a single Intel Core i7 CPU.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Reading (s)</th>
<th>Computing (s)</th>
<th>Total (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-year simulation</td>
<td>47.2</td>
<td>2492.69</td>
<td>2539.89</td>
</tr>
<tr>
<td>20-year simulation</td>
<td>47.26</td>
<td>5636.26</td>
<td>5683.52</td>
</tr>
<tr>
<td>30-year simulation</td>
<td>46.38</td>
<td>8283.61</td>
<td>8329.99</td>
</tr>
<tr>
<td>40-year simulation</td>
<td>47.05</td>
<td>11,061.32</td>
<td>11,108.37</td>
</tr>
<tr>
<td>50-year simulation</td>
<td>46.97</td>
<td>13,600.04</td>
<td>13,647.01</td>
</tr>
</tbody>
</table>
This may be because that the data transfers for ‘halo’ updating took larger proportions of the computing times in such short-period simulations.

Also, the speed-ups of the actual CA computation (Figure 8(d)) were slightly higher than the speed-ups of the overall simulation (Figure 8(b)). Even though the MPI processes read their own sub-domains of data in parallel, the efficiency of parallel reading is often lower than the efficiency of parallel CA computing, thereby degrading the performance of the overall simulation. As mentioned above, developing an efficient parallel I/O mechanism for geospatial data will be one of our future research focuses.

5. Conclusion

With their capabilities of simulating spatiotemporal dynamics, geospatial CA models can be used as an effective tool to derive and test spatial optimization strategies. Optimization methods can be used to generate the macro-scale constraints and input layers, search for the optimal parameters, and construct the transition rules for CA models. However, given the complex transition rules and massive amount of data, a geospatial CA model can be both computational and data-intensive, thereby requiring extensive amount of memory space and computing time. Such computational and data intensities make geospatial CA models less feasible and scalable, sometimes even intractable, when simulating long-term spatiotemporal dynamics in large areas with high-resolution spatial data.

In this study, a hybrid parallelism strategy was developed for geospatial CA models on the GPU/CPU heterogeneous computing architecture, which consists of multiple nodes equipped with GPUs and CPUs. The hybrid parallelism strategy uses MPI to form
multiple logical GPU/CPU nodes (i.e., MPI processes) to handle the domain decomposition, data I/O, and data exchange between nodes for ‘halo’ cell updating, and uses CUDA to coordinate the data transfers between GPU and CPU, and allocate multiple concurrent threads to apply the CA transition rules on the sub-domain of data on each GPU.

A parallel geospatial CA model for simulating urban growth was implemented using such a hybrid parallelism strategy. The experiments using the datasets of California (requiring over 20 GB of memory) showed that the hybrid parallel CA model was able to handle massive amount of data and greatly reduce the computing time by utilizing multiple GPU/CPU nodes. The experiments also yielded near-linear speed-ups for various simulation lengths (i.e., numbers of time steps) with different numbers of GPU/CPU nodes, demonstrating the effective scalability of the hybrid parallelism strategy.

In conclusion, such hybrid parallelism enables large-scale geospatial CA simulations with complex transition rules and massive amount of data, which were previously infeasible, sometimes impossible, using conventional individual computers, and is able to yield higher performance than CPU-only parallel computers and single-GPU computers. As more GPU/CPU heterogeneous computer systems are integrated in various cyberinfrastructure environments, the hybrid parallelism provides a viable solution to overcome the computational barrier of geospatial CA simulation, thus improving the applicability, feasibility, and scalability of CA-based spatial optimization.

Future work includes (1) developing a parallel I/O mechanism that allows multiple nodes to not only read, but also write the sub-domains of data in parallel; and (2) designing and implementing CUDA-based transition rules to utilize not only the global memory, but also the shared and local memory to further improve the computational performance.
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**Notes**

1. The discrete memory architecture allocates separate memory spaces for computing units, and a computing unit cannot access other units’ memory spaces directly. Any data exchange must be implemented through communications between units. On the other hand, the shared memory architecture allows all units to access the same memory space, which eliminates the necessity of communication. However, when multiple units are trying to access (especially updating) the same memory address, a locking mechanism must be evoked to allow one unit to access the address at a time, which will degrade the performance.

2. Ranking from Top500.org as of June, 2014.

3. The reading time refers to the time used for MPI processes to read the sub-domains of input data into the CPU memory, and does not include the time for CPU→GPU transfers.
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